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1 Hardware

Hardware mé NAS vypada takto, ale je mozné SI vybrat jakykoliv, klidnéstarél’ pocitac.

Mini PC jsem si vybral ¢isté z praktickych dlvodi. NAS budu muset pfinést do $koly, takze
tahat velky poditac¢ by bylo nepfijemné. Vykonostné toto mini PC uplné staci, na vSechny
vybrané sluzby takze, pokud nechcete vyuzit hardware starsi 12 let tak si myslim Ze
nenarazite na problém.



2 Instalace systému

Na strance www.debian.org klieknete na velké tlacitko Download, to stdhne instalacniiso Debianu
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nyni je na USB fleSce uloZeny intalator debianu 12

Vlozte USB disk do pocitace kam chcete nainstallovat debian, a restartujte pocitac, pfi zapinani
pocitate mackejte na klavesnici klavesu ktera vas dostane do menu ve kterém vyberete disk ze
kterého chcete bootovat (USB fleSka kterou jste vlozZily pred restartem), pokud nevite ktera klavesa
to je, pouzijte google, vétSinou to jeden vyrobce ma stejné a malokdy se tato klavesa méni.

Poté vyberte graphical install a nainstallujte debian dle svych potfeb, instalator se vas na vSe
dulezité zepta. Doporucuji nenastavovat uZivatele root, kdyZ v instalatoru nenastavite uzivatele
root, vas uzivatel bude automaticky pfidan do sudo uzitel( takZze bude moci spoustét pfikazy jako
spravce.

3 Instalace Dockeru

naprostou vétsinu aplikaci budeme spoustét v dockeru takze je dilezité ho nainstallovat. Nebudu
sem vkladat konkrétni pfikazy protoze by se navod mohl stat velice rychle zastaralim a
nepouzitelnym. Oteviete https://docs.docker.com/engine/install/debian/ a postupujte podle
pokynt. Timto si nainstallujete docker engine ktery vdm umozni provozovat containery.

4 RAID-Diskd

NAS bézi na debianu takzZe pouZiji apt k installaci balicku mdadm ktery obsahuje vie co potiebuji

Installace:
apt install mdadm -y

mdadm mi dovoli vytvofit pole které ma nastaveny specificky typ raidu a jdou v ném néaké disky
mdadm --create --verbose /dev/md0 --level=1 --raid-devices=2 /dev/sdX
/dev/sdY



Zde je vice informaci o raid levlech https://en.wikipedia.org/wiki/Standard_RAID levels
raid-devices urcuje kolik zafizeni v raid pool bude
a dale prikaz obsahuje disky ze kterych se raid pool bude skladat

pole ndm je nini pfistupné ve /dev/mdO0 jako standartni disk a mohu ho zformatovat a pfipojit

protoZe chceme vyuZivat ext4 zformatujeme pool na ext4
mkfs.extd4d /dev/mdO

nyni je disk zformatovany ale nemam ho nikde pfipojeny takze na néj nem(zeme zapisovat a Cist

do souboru /etc/fstab vlozim tento fadek, tato Uprava fstab zatidi aby se disk automaticky pripojil po

kazdém restartu systému na dané misto (/mnt/disk1),

UUID=27857625-cb43-494b-afc2-c620b8ae3ae?2 /mnt/diskl extd
defaults,nofail 0 2

pokud po vloZeni tohoto fadku nechcete nas restartovat mlzete pouzit prikaz

mount /mnt/diskl

tento ptikaz vezme informaci z fstab pro /mnt/disk1 a pfipoji disk s uuid z fstab souboru.

5 Vysvétleni obsahu fstab souboru

SLOUPEC 1 UUID je unikatni oznaceni disku aby system védél ktery disk a nezalezelo na tom kdyz ho
pfipojim tfeba do jiného slotu a bude se jmenovat jinak a UUID poolu zjistim takto: blkid
/dev/md0

Vystup: /dev/md0: UUID="27857625-cb43-494b-afc2-c620b8ae3ae2" BLOCK_SIZE="4096" TYPE="ext4"
PARTUUID="eb49729f-8165-4b89-9702-a5e55794a802"

SLOUPEC 2 mountpoint je slozka do které se disk pfipoji, disky které pripojuji kazdy start systému se
vétsinou pripojuji do slozky /mnt/

SLOUPEC 3 typ filesystemu oznacuje jaky filesystem ma systém ocekavat, ext4 v tomto pfipadé

SLOUPEC 4 jsou parametry pfipojeni disku, pouzZiju defaults a k nim pfidam parametr nofail ktery nastavi
aby kdyz se disk pfi startu nepovede pripojit aby systém | tak nabootoval, kdyZ by tam parametr nebyl,
pool bychom tfeba odebrali ale neodstranily ho z fstab byl by to zbyte¢ny problém k feSeni. Kdyby tam
parametr nofail nebyl systém nam bez tohoto disku nenabootuje.

SLOUPEC 5 nastavuje jestli bude zalohovan filesystem

SLOUPEC 6 kontrola filesystemu na disku, 0 zadna, 1 kontroluje se prvni (systémovy disk), 2
kontroluje se posledni (ostatni disky)

6 swap file

Swap file je dllezitou soucasti nasi NAS, je pouzivam pfi vétSim obsazeni ram pro procesy které
momentalné nejsou aktivni (nepouzivaji obsah ulozeny v RAM). Je dllezité mit swapfile nastaveny i
pfesto Ze se vam zda zZe ram neni zas tolik vyuzivana, do RAM se totiz cachuji soubory které systém
¢asto pouziva, aby k nim mél rychlejsi pfistup, a zpravidla toto cachovani zaplni RAM celou i kdyzZ to
uzivatel nevidi, napfiklad v programu htop je vidét v kategorii Mem zlutd Cast ktera oznacuje



cachovani ale tato ¢ast neni zapocitana do celkové vyuzivané paméti, takze v ukazovanych 2.04G
neni zapocitana zluta ¢ast, ktera z moji zkuSenosti Casem poroste.

Mel
Swpl

Bézné pouzivana velikost swapu je polovina kapacity RAM

moznosti na vyuziti swapu jsou dvé, swap soubor/file a nebo swap oddil na disku, ja mam mnohem
radsi swap file kvlli vétsi variabilité, nemusim vytvaret samostatny oddil a pfi zvétSeni nebo
zmenceni také je jednodusi zmensovat nebo zvétSovat soubor misto oddilu na disku.

Pro vytvoreni swap souboru pouzijeme tento pfikaz, vytvoii prazdny soubor o velikosti 2 gigabajty
sudo fallocate -1 4G /swapfile

nastavime pro tento soubor prava tak aby z néj nikdo kromé systému, nemohl ¢ist ani zapisovat,
protoze v ram jsou ulozena kriticka data

chmod 600 /swapfile

nasledné mlzZeme na tento swap soubor zacit swapovat pomoci pfikazu.

swapon /swapfile

Toto ale neni trvalda zmeéna protoZe po restartu systému se na swap swapovat automaticky nezacne.
Aby tomu tak bylo musime swap pfidat souboru /etc/fstab, tento fadek pfidejte do fstab souboru
/swapfile none swap sw 0 O

7 SSH

SSH je sluzba které mi umozni pfipojeni k NAS a provadéni nastaveni tak Ze to je bezpecné.
Zakladni konfigurace ssh v souboru /etc/sshd.conf

Doporucuji v konfiguraci nastavit fadek PermitRootLogin no, protoze tim zabranite prihlaseni uZivatele
root pres ssh, root je ¢astym teréem brute force Gtokl protozZe je jedodusi hadat pouze heslo nez hadat
uZivatele a heslo.

Prihlasovani:

SSH ma vice mozZnosti prihlaseni, rozdélil bych to na 3 kategorie heslo, kli¢(napf.: ed25519 nebo ecdsa) a
tfeti moZnost, pro mé nejzajimavéjsi je klic pomoci bezpecnostniho kli¢e (ed25519-sk,ecdsa-sk)

Pouzivat ssh s heslem muzZe byt bezpecné ale pouze pokud pouzivate silné heslo a ostatni uZivatelé taky,
coz né vidy je ovlivnitelné, mlzete nastavit minimalni poZadavky ale to nepovede vzdy k tomu k ¢emu
chcete, muizZete se dostat do stavu kdy bude heslo uZivatele vypadat jako néco z tohoto:

Aal23456.

1Aaaaaaa.

MuzZeme pridat délku hesla ale tim se také nedostanem moc daleko, néco jako
Aal123456789101112.
To taky neni to co chceme

Regeni které je aZ spasné jsou ssh klice, kdy uzivatel ma na svém zafizeni ulozeny ssh kli¢ a kdy? se chce k
NAS pfipojit klicem podepise a je pfihlasen, k ssh klicum lze pridat passphrase pres kterou je kli¢ Sifrovan.
Tyto fadky v konfiguraci jsou zajimavé

PasswordAuthentication no # zakdZe prihlaSeni heslem



PubkeyAuthentication yes # povoli p¥ihldsSeni klicem
PubkeyAcceptedAlgorithms ssh-ed25519 # vynucuje pouziti klice ed25519
protoze oproti rsa a ecdsa je bezpecnéjsi

AuthorizedKeysFile .ssh/authorized keys # nastavuje kde bude soubor s
povolenymy klic¢i pro uzivatele hledéan.

Ale co kdy?Z uzivatel bude mit na pocitaci tfeba keylogger? To je problém ktery resi ed25519-sk.

Ktery vyZaduje pfipojeni fido2 zafizeni a podepsani pripojeni k NAS pomoci fido2 kli¢e a kli¢e ulozeného
na pocitaci, tudiz kdyz by nékdo ziskal ptistup k fido kli¢i, bude mu k ni¢emu protoZze nema zbytek ktery
je na pocitaci a kdyz by nékdo ziskal pristup k pocitaci musel by ziskat pfistup jesté k fido2.

Zde ukazi jak vytvofit klasicky ed25519 kli¢ s passphrase

Nejdfiv kli¢ vygenerujeme, na pocitaci.
(Ujistéte se Ze pouzivate nejnoveé;jsi verzi ssh)
ssh-keygen -t ed25519

[root@bekucera-machook:~# ssh-keygen -t ed25519

Generating public/private ed25519 key pair.

Enter file in which to save the key (/var/root/.ssh/id_ed25519):

[Enter passphrase for "/var/root/.ssh/id_ed25519" (empty for no passphrase):
[Enter same passphrase again:

Your identification has been saved in /var/root/.ssh/id_ed25519

Your public key has been saved in /var/root/.ssh/id_ed25519.pub

The key fingerprint is:

SHA256 : vWj4ELYD2WOSxmLTF8UJF+8AVfqIn2UfKL+04fxpUlIl root@bekucera-macbook.local
The key's randomart image is:

+--[ED25519 256]--+

| +==+.
+00

0O 000
. =
+----[SHA256]
root@bekucera-machook: ~# I

Ted se nam kli¢ uloZil do ~/.ssh/id_ed25519 k tomuto souboru se nesmi nikdo dostat a jediny kdo by mél
mit prdvo z ného Cist byste mél byt vy.



t@bekucera-machook: /var/root# cat .ssh/id_ed25519

b3B1bnNzaClrZXktdjEAAAAACMF1czI1NiljdHIAAAAGYmNyeXBOAAAAGAAAABDj+XID1b
FobylaitC/rby@AAAAGAAAAAEAAAAZAAAAC3NZzaC11ZDIINTESAAAAIIWIQOiPU4ZG+OC+
1fajwql9xwmAID/xz17K/fG+imp8AAAAOGSNNnFBmrw/JCnlcL6pTh8hmOwlnJclfn580R2

qAES1u@8c+4PfleHeXLZqwyMCKqv80ENSAKC7KIZZ1KFGfRPo@Qn1gPXv11R84wuRUtS/L
rSR/fdJ1633yTy/F6C42xXAgKd+bRxT+ZwkyAck71iX6xYgk7QcdoFBaa5QFq7KGwz1wRr8t
V9pueQ4FrIPWU/69KI6]dbfc2PcXP0/QsRolU=
END OPENSSH PRIVATE KEY
book: /var/root# I

Public ¢ast kli¢e se uloZila do ~/.ssh/id_ed25519.pub

ssh-ed25519 AAAAC3NzaC1IZDIINTE5AAAAIIWIQOiIPU4ZG+0C+IfajwgL9xwmAID/xz17K/fG+imp8
root@bekucera-macbook.local

v mém pripadé vypada takto

téd musime kli¢ pridat na server aby ho server akceptoval, otevieme .ssh/authorized_keys na NAS

nano .ssh/authorized_keys

a na novy radek vlozime ed25519.pub klic.

ssh-ed25519

AAAAC3NzaCllZDIINTESAAAATIWIQO01PU4ZG+0C+]1 fajwgLOxwmAJID/xz17K/fG+imp8
root@bekucera-macbook.local

Nyni se zkusime pfipojit a vSechno by mélo fungovat bez problému
systemctl reload sshd

reload misto restart zde pouZijte protoZze ho sshd podporuje a kdyZ pouZiji reload a v konfiguraci je chyba
sice prikaz zobrazi chybu ale nespadne ssh server coz by tfeba kdyzZ jsem od NAS fyzicky daleko mohl byt
problém.

Dalsim dobrym zplsobem omezeni prostoru na Utok je omezeni ssh pouze na konkrétni uzivatele
groupadd ssh_users

tim vytvorime skupinu ssh_users

nyni do skupiny pridame naseho uzZivatele

usermod -aG ssh users bekucera

a nyni mlZeme pridat radek omezujici pripojeni pres ssh do konfiguracniho souboru ssh
(/etc/ssh/sshd_config)

AllowGroups ssh users

zase restartujeme ssh a zkusime se pfipojit v novém okné
systemc tl reload ssh

8 Firewall

Pro jednoduchost zde pouZiji UFW ktery neumoznuje délat plnohodnotna pravidla ale pro tyto Gcely nam
bude stacit.

Prvni co budeme chtit udélat predtim nez firewall zapneme bude povoleni ssh a blokovani vseho
ostatniho

ufw allow from any to any port 22 proto tcp comment “allow ssh”


mailto:root@bekucera-macbook.local
mailto:root@bekucera-macbook.local

ufw allow - specifikuje Ze pfidavame pravidlo na povoleni komunikace
ufw kromé allow umi také:
limit - limituje pocet pripojeni a 3 za pal minuty
reject - zahodi packet a dale uzZ nic neresi
deny - zahodi packet a posle zpatku ICMP error

from any - znamena z jakych hosti se pravidlo ma uplatnit, v tomto pripadé kdo se miZe na ssh
pripojit

Ize specifikovat ip addressu nebo subnet ip address

10.10.15.0/24

10.10.16.15

to any - pro jaky cil se ma pravidlo uplatnit, pfes jakou addressu se mouhou pfipojit na ssh
port 22 - na jaky port se pravidlo uplatiuje, ssh ma port 22, kdybychom chtéli pridat vice portt
do jednoho pravidla je to mozné, napiseme je za sebe oddélené pouze carkou ptiklad 25,465,993

proto tpc - jaky protokol bude pouzit ssh pracuje na protokolu tcp dalsi moZnost je udp
comment "allow ssh" - ndm umozni prehlednéji s pravidli pracovat

ted jdeme nastavit aby ufw defaultné komunikaci odmital
ufw default incoming reject

nyni kdyZ se mame jiz jak pripojit tak miZzeme ufw aktivovat.
ufw enable

Kdyz chceme si zobrazit stav ufw pouZijeme pfikaz
ufw status

mazani nebo editovani pravidel na ufw muze byt relativné slozité
jedna z moZnosti mazani je napsat
ufw delete %cele puvodni pravidlo$
ufw delete allow from an§ to any port 22 comment "allow ssh"
ale mnou oblibena cesta je
ufw status numbered
ufw delete 2
ufw editovani pravidel neumoznuje takze jedind moznost je pravidlo odstranit a vytvofit znovu tak aby
vam vyhovovalo

docker plsobi problém Ze vSechny porty které jsou publikované z docker containeru obchazeji
pravidla firewallu takZe jsou dostupné i kdyz pro né neni pfidané pravidlo, tento problém lze vyfeSit
tim ze v compose souboru na fadek na kterém publikuji port pfidam pred port adresu 127.0.0.1
takto:
pfed Upravou
name: uptime-kuma
services:
uptime-kuma:

image: louislam/uptime-kuma:1l

container name: uptime-kuma

volumes:

- './data:/app/data’
ports:



- '8031:3001"
restart: always
mem limit: 512m

cpus: "0.5"
po Upravé
name: uptime-kuma
services:

uptime-kuma:

image: louislam/uptime-kuma:1l
container name: uptime-kuma
volumes:

- './data:/app/data’
ports:

- '127.0.0.1:8031:3001"
restart: always
mem limit: 512m
cpus: "0.5"

toto zapficini Ze port je publikovan pouze na localhost:8031 a neni dostupny z ostatnich pocitaca.
'8031:3001' Se rovna - '0.0.0.0:8031:3001" takZe ptvodné byl port publikovan na vSechny ip adresy
zafizeni.



9 Aplikace

Nyni kdyZ mame nastaveny OS mizZeme zacit spoustét aplikace ktera chceme vyuzivat
Nebudu sem vkladat konkrétni compose.yml soubory ze stejného dlivodu jako pfikazy na installaci
Dockeru, staly by se brzo zastaralymi.

9.1 SMB

Pro sambu jsem pouZzil vlastni docker image protoze image které jsem nasel byli zastaralé a
neudrZované.

Tento image bude mit vzdy nejnovéjsi verzi samby protoZze pokazde kdyz se builduje, stahne
nejnovéjsi sambu ktera je na repozitafi alpine linuxu.

Samba kvuli svému provazani se systémem, nedovoli spravovat uZivatele ktefi nejsou pridané v
systému takze musim nedfive pfidat uzivatele do systému v kontejneru a az potom s nim pracovat
s ramci samby. Pfidavam volume ./etc:/etc protoze samba je zavisla na systému do takové miry ze
tuto persistanci pottebuje, kvlli souborlim /etc/passwd /etc/shadow atd. Pro vytvoreni uzZivatele je
tedy potieba nejdfive vytvofit uzivatele na linuxu v containeru pomoci

docker compose exec -it samba sh

a do tohoto terminalu napiste

adduser Susername$

timto se vytvofi linux uzivatel s vami vybranym jménem.

ted uz zbyva pouze pridat uzivatele do samby a nastavit mu heslo v sambé

smbpasswd —-a %usernames

nyni uz uzavetele mizeme napsat do konfigurace samby tak aby mél pfistup ke konkrétni sloZce.

Nechci sambé vénovat moc ¢asu a vyrazné nedoporuduji je pouzivat, kvili stabilité, bezpecnosti, a
slozistosi na nastaveni.

9.2 Immich

Aplikace slouzici k zalohovani fotek z telefonu na NAS, ma webové rozhrani ve kterém se mohu divat
na fotky, ma aplikace pro android i I0OS. Server Immich je jednoduchy k nastaveni, zde je tento
postup hezky popsany a vysvétleny https://immich.app/docs/install/docker-compose.

9.3 Jellyfin
Vyuziva se k ukladani a prehravani filmda.
https://jellyfin.org/docs/general/installation/container v oficialni dokumentaci se udava ze se ma

pouzit network-mode=host coz bych ale nedoporuCovat a sdm pouzivam pouze reverse proxy
sméfujici na port 8096 v kontejneru.

9.4 Searxng

https://docs.searxng.org/admin/installation-docker.html#installation-docker

Searxng ve svoji dokumentaci ukazuje pouze moznost spusténi pomoci docker run kterou ale z
ddvodl zminénych v dokumentaci nechci vyuZivat, takze vyuZiji nastroj jako https://it-
tools.tech/docker-run-to-docker-compose-converter ktery umi pfepsat docker run na docker
compose, umim to také a ¢asto vystup z toho programu upravuji protoze nesedi mym pozadavkim
ale je jednodussi vlozit docker run pfikaz to stranky jako je tato a potom upravit vysledek nez
pfepisovat docker run na compose ru¢né. Z v searxng doporucuji vypnout vyhledavaci enginy které
budou odpovidat pfili§ dlouho jinak dotaz na vyhledavani mze trvat az 7 sekund, 7 sekund ¢ekat



na zobrazeni vysledku vyhledavani je otravné, ja osobné mam zapnuté pouze nejvétsi vyhledavaci
enginy jako google, bing, seznam, brave, duckduckgo a wikipedia

9.5 Wireguard

Wireguard je slozity na spravu z terminalu, je udélany tak Ze mala zména vyZaduje nejméné 3 pfikazy
coz neni rychlé a effektivni. Z tohoto dlivodu vyuzivam wg-easy ktery je jednoduse spustitelny v
dockeru https://github.com/wg-easy/wg-easy/blob/master/docker-compose.yml

a ma jednoduché a rychlé rozhrani na spravu ve webu.

WireGuard @ Logoute

Clients < Restore & Backup
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9.6 Minecraft JAVA server

Na Minecraft server jsem si také musel vytvofit vlatni docker image protoze nikde nebyl Zadny ktery
by mi vyhovoval https://gitea.bekucera.uk/bekucera/mc-server_public.git
staci stahnout spustit docker compose up, poté schvalit eulu a mizete jit hrat.

9.7 Uptime Kuma

https://github.com/louislam/uptime-kuma
Uptime kuma také poskytuje pouze docker run pfikaz ale tento problém uz umime vyresit.
https://github.com/louislam/uptime-kuma/wiki/Reverse-Proxy
Uptime kuma ma slozity popis jak nastavit reverse proxy ale veskutecnosti staci standartni reverse
proxy v apache2 jednoduse nastavena.
<VirtualHost *:80>

ServerName kuma.nas.local

ProxyPreserveHost On
ProxyPass / http://uptime-kuma:3001/
ProxyPassReverse / http://uptime-kuma:3001/

ErrorLog ${APACHE LOG DIR}/error.log
CustomLog ${APACHE LOG DIR}/access.log combined
</VirtualHost>



9.8 Reverse proxy

Jako reverse proxy vyuzivam apache2 ktery bézi v kontejneru, tento apache2-rp pfidam do sité s
kazdym kontejnerem ktery ma byt dostupny a na apache2 nastavim aby dotazy napfiklad na
jellyfin.nas.local odesilal na kontejner jellyfin. V popisku uptime kuma je pfiklad konfigurace reverse
proxy.

Reverse proxy je jedinou vyjimkou kde vlozim compose.yml, kvli tomu aby mohl ukazat jak vypada
pfidani do siti a jak ukladam configuraci apache

name: apache2-rp
services:
apache2-rp:
image: 'ubuntu/apache2:latest'
ports:
- '80:80"'
volumes:
- ./config:/etc/apache2
environment:
- Tz=UTC
container name: apache2-rp
networks:
jellyfin default:
immich default:
adguard default:
searxng default:
wg-easy default:
uptime-kuma default:

networks:

jellyfin default:
external: true

immich default:
external: true

adguard default:
external: true

searxng default:
external: true

wg-easy default:
external: true

uptime-kuma default:
external: true



